The Effect of Survival Bias on Case-Control Genetic Association Studies of Highly Lethal Diseases
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Abstract

Background—Survival bias is the phenomenon by which individuals are excluded from analysis of a trait because of mortality related to the expression of that trait. In genetic association studies, variants increasing risk for disease onset as well as risk of disease-related mortality (lethality) could be difficult to detect in genetic association case-control designs, possibly leading to underestimation of a variant’s effect on disease risk.

Methods and Results—We modeled cohorts for three diseases of high lethality (intracerebral hemorrhage, ischemic stroke, and myocardial infarction) using existing longitudinal data. Based on these models, we simulated case-control genetic association studies for genetic risk factors of varying effect sizes, lethality, and minor allele frequencies (MAF). For each disease, erosion of detected effect size was larger for case-control studies of individuals of advanced age (age > 75 years) and/or variants with very high event-associated lethality (Genotype Relative Risk for event-related death > 2.0). We found that survival bias results in no more than 20% effect size erosion for cohorts with mean age < 75 years, even for variants that double lethality risk. Furthermore, we found that increasing effect size erosion was accompanied by depletion of MAF in the case population, yielding a “signature” of the presence of survival bias.

Conclusions—Our simulation provides formulas to allow estimation of effect size erosion given a variant’s odds-ratio (OR) of disease, OR of lethality, and MAF. These formulas will add
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precision to power calculation and replication efforts for case-control genetic studies. Our approach requires validation using prospective data.
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**INTRODUCTION**

Genetic association tests employing a case-control design depend on comprehensive ascertainment of cases in order to ensure an accurate representation of causal factors for analysis [1,2]. Survival bias, a form of ascertainment bias due to selective exclusion of individuals who suffer mortality related to the disease being studied, is difficult to predict, estimate, or control [3-5]. Myocardial infarction (MI), acute ischemic stroke (AIS), and intracerebral hemorrhage (ICH) are prototypical diseases with high event-related mortality (lethality) that are affected by this phenomenon. For these conditions, prospective longitudinal studies of incident disease may offer advantages over cross-sectional studies capturing both prevalent and incident disease for the identification not only of those genetic variants that increase fatal outcome from disease, but also those variants that influence both risk of disease as well as risk of disease-associated lethality. Cross-sectional studies are nonetheless commonly employed because of their advantages in efficiency of disease ascertainment.

The presence of survival bias risks under-ascertainment of genotypes associated with high lethality, with consequent underestimation of disease risk effect sizes for those genotypes associated with both increased disease risk and disease-associated lethality [6]. Although no variants have yet been identified which simultaneously confer modest risk of disease and substantial risk of lethality from such disease, such a scenario remains possible, and could impact any comparison of longitudinal and case-control genetic association studies. For example, a recent genome-wide association study (GWAS) of ischemic stroke, based on a meta-analysis of longitudinal cohort data, demonstrated an association at the chromosome 12p13 locus [7]. An independent attempt at replication using a meta-analysis of case-control data failed to support this association [8]. One potential explanation for failed replication could be that variants at 12p13 increase risk of stroke as well as stroke-related lethality, thereby limiting their detection in patients enrolled using cross-sectional designs. Replication efforts using such a study design would therefore have limited power to detect a true association with disease. Tools that allow calculation of effect size erosion due to survival bias are necessary to determine if this explanation is plausible.

We hypothesized that by modeling diseases of high lethality based on data available from large population-based cohorts, we could simulate the effect of survival bias on genome-wide association studies (GWAS) of variants associated with both disease and lethality. Using AIS, ICH, and MI, we simulated case-control studies across a continuum of population ages, assuming a variety of minor allele frequencies (MAF), Genotype Relative Risk (GRR) of disease (GRR-D), GRR of lethality (GRR-L), and recruitment rates of lethal cases. We then created formulas for estimating the erosion of effect size for case-control studies of each of these diseases, as well as a formula for extrapolation of estimates to other diseases not modeled.
METHODS

Literature search for data from Longitudinal Cohorts

A PubMed (http://www.pubmed.org) search was performed independently by C.D.A. and A.B. in order to identify articles reporting prevalence, incidence and mortality of AIS, ICH, and MI. Search terms are shown in the Appendix. In order to be considered eligible for modeling, reported data had to refer to studies conducted after 1990 (to account for recent trends in incidence and mortality from vascular disease), with incidence and event-associated mortality detailed separately by age category. We also included only data from high-income industrialized countries, in order to model scenarios consistent with populations currently enrolled in most genetic association studies [9-27]. Data from stroke longitudinal cohorts that did not distinguish ischemic from hemorrhagic stroke were not considered eligible. We found only one article reporting data separately for ischemic stroke subtypes by Trial of Org 10172 in Acute Stroke Treatment (TOAST) criteria [14].

Model Building for Disease Impact on the General Population

All simulations were performed using the R statistical package v2.10.0 (http://www.r-project.org). We modeled disease incidence rate within each age category by computing weighted (based on sample size) medians for incidence data from published longitudinal cohorts. Disease-associated mortality rate was computed similarly, while all-cause mortality was modeled on the basis of summary WHO data for industrialized countries (http://www.who.int/whosis/mort/download/en/index.html). We generated year-by-year disease incidence and mortality rates using the approx interpolation function in the R stats library.

We then proceeded to model the impact of each disease over time on longitudinal cohorts of 100,000 healthy individuals. At cohort inception, individuals were assumed to be aged 45 years (mean), with a normal distribution and standard deviation (SD) of 7 years. Additional modeling using different SDs (range: 4 – 10 years) did not alter results significantly. This simulated longitudinal cohort was followed prospectively for 35 years. Each year, new disease cases (MI, ICH, or AIS) were registered based on incidence data from our literature search. Among these cases, a portion resulted in disease-associated death. Finally, a proportion of both survivors from the disease event and normal controls experienced disease-unrelated death as appropriate for their age category based on WHO epidemiologic data. Mortality unrelated to vascular disease was adjusted for cases surviving the disease-event according to published data [9-27] to reflect the excess all-cause mortality in individuals expressing vascular disease phenotypes [Supplemental Tables S1-S2]. Cumulative disease incidence and disease-free survival are plotted in Supplemental Figure S1.

Genetic risk modeling

We simulated a single marker conferring increased risk for disease expression, assumed to be a common genetic variant in the population being studied. For the purposes of our simulation, only the minor allele was chosen for association with disease and lethality. Simulations were run for MAF of 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40 and 0.45. The effect of this marker was expressed in terms of GRR-D, with different simulations accounting for values of 1.05, 1.10, 1.15, 1.20, 1.25, 1.30, 1.35, 1.40, 1.45 and 1.50. These values were selected to reflect effect sizes usually associated with common variants in genetic association studies [28]. We also modeled GRR-L, expressed as the relative risk of death due to disease: simulated GRR-L included 1.05, 1.10, 1.15, 1.20, 1.25, 1.30, 1.35, 1.40, 1.50, 1.60, 1.70, 1.80, 1.90, 2.0, 2.5, 3.0, 3.5 and 4.0. GRR-D was assessed after each year of longitudinal follow-up using a Cox proportional hazards model.
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Simulation of case-control genetic association studies

In order to quantify the impact of survival bias on case ascertainment, we simulated a case-control study conducted within the modeled population each year (for MI, ICH, and AIS). Samples ranged in mean age from 45 to 80 years (SD = 7 years). For each year of cohort follow-up, 1000 cases and 1000 controls were enrolled via simple random sampling with replacement from survivors, and effect size (expressed as odds ratio (OR) for each copy of the risk allele) was computed using logistic regression analysis. All combinations of pre-specified genetic parameters (MAF, GRR and GRR-L) were simulated independently. Results were expressed in terms of erosion of effect size due to survival bias, computed as the ratio between the observed OR and the underlying “true” GRR. Observed MAFs for cases and controls were also recorded for each simulation and stored. In order to model the effect of lethal case recruitment, we performed separate simulations assuming 0% through 40% ascertainment of lethal cases in our case-control studies (0% and 40% lethal case ascertainment results reported).

Effect size erosion estimation formulas

To provide a disease-specific formula to estimate the impact of survival bias on observed OR in case-control studies for MI, ICH, and AIS, we used results from all simulated scenarios (9 MAF values X 10 GRR values X 18 GRR-L values = 1620 simulations) to regress the erosion of effect size due to survival bias (dependent variable, expressed as OR/GRR and log-transformed for normality). Predictors included mean age of enrolled subjects, MAF of the genetic marker in the study population, risk for phenotype expression (GRR-D) and risk of phenotype-associated mortality (GRR-L).

Furthermore, we computed a general (non-disease specific) formula based on user-specified disease incidence and mortality rates for the age range of interest. Specified annual incidence rates for formula computation ranged from 0.0001 to 0.03, and specified disease-associated mortality ranged from 0.01 to 0.40. All genetic parameter (MAF, GRR-D and GRR-L) ranges were identical to those simulated for AIS, ICH and MI. The resulting formula (based again on linear regression) allows for quantification of effect size erosion due to survival bias in diseases other than MI, AIS and ICH, provided that age-specific incidence and mortality data are available to investigators.

Sensitivity analyses

In order to verify the consistency of our simulation approach we conducted several sensitivity analyses. (1) We performed separate simulations of disease incidence and mortality in men and women based on literature data to assess sex specific effects. (2) We modeled earlier ages of disease onset (range of simulation values: 2 – 10 years earlier than published data) associated with the causal genetic marker of interest. This was done to simulate the effect of several known genetic risk variants acting on both disease risk and age of onset [29] (3) We simulated a genetic-conferred risk of non-disease-related increase in mortality (range of simulated values: 1.05 – 2.0) to our model(s). This analysis allowed us to evaluate the impact of survival bias on discovery efforts for variants acting on both disease risk and accelerated aging / biological frailty (e.g. APOE in Alzheimer's disease). (4) We performed additional modeling of vascular disease recurrence and recurrence-associated mortality (based on literature data). This analysis aimed at assessing whether the concomitant effect of the variant of interest on first-ever disease manifestation, disease recurrence and risk of disease-related death (at all time points, independent of all-cause mortality) modified the impact of survival bias. (5) We compared results obtained from interpolating incidence and mortality data on a year-by-year basis against the direct use of published data by age-category. (6) We performed separate analyses using both the lowest and highest published incidence and mortality figures for each age category in each disease
in order to account for the variability in the published estimates for these figures. (7) In simulation of longitudinal cohort studies we varied the number of healthy individuals at enrollment to values of 50,000, 200,000, 500,000 and 1,000,000. (8) In simulation of case-control studies for each disease state, we varied the number of cases and controls sampled from the survivor population for each year at values of 500/500, 1000/1000, 2500/2500 and 5000/5000.

Results for all sensitivity analyses (1-8) listed above (assessed as the percent of GRR lost due to survival bias) never differed from reported results by more than 5% (data not shown).

RESULTS

Literature Search and Construction of Disease Models

A PubMed (http://www.ncbi.nlm.nih.gov/pubmed) search identified 10 articles for AIS, 7 articles for ICH, and 6 articles for MI providing incidence and mortality data by age category, presenting data obtained since 1990 [9-27]. Based on this search, we constructed models for each disease and used an interpolation algorithm to simulate data for each year [Figure 1]. We then constructed longitudinal and cross-sectional studies of genetic variants influencing both disease incidence and lethality, across a range of MAF, GRR-D, and GRR-L [Figure 2]. Hazard ratios for disease (HR-D) in the simulated longitudinal study were compared to the odds ratio for disease (OR-D) from the simulated case-control study for each year of follow-up in the inception cohort of 100,000 individuals.

Measurement of the effects of survival bias

We tabulated the output of the longitudinal (HR-D) and case-control (OR-D) genetic simulations, and reported results as the erosion of apparent effect size obtained using a case-control design (i.e. the percentage of HR-D that was lost to detection due to survival bias in calculation of an OR-D using a case-control study design) [Figure 3-5]. For all diseases, effect size erosion increased with increasing mean ages of enrolled individuals and increasing variant-conferred GRR-L. These findings reflect the close association between baseline disease lethality and extent of ascertainment lost due to survival bias. Case-control studies with higher rates of mortality among carriers of the causal variant, whether because of lethal effects of the variant itself or because of the higher disease mortality among older individuals, suffered from larger effect size erosions [Figure 3-5].

As an illustration of this phenomenon, for a genetic variant that simultaneously increased the risk for ischemic stroke (GRR-D range 1.05 – 2.0) and doubled the risk of death from that stroke (GRR-L = 2.0), the effect size erosion was substantially less than 20%, assuming a cohort of 65-75 years-old and no enrollment whatsoever of lethal cases [Figure 3]. By comparison, a variant increasing risk for ICH in a similar fashion would be subject to an average erosion in observed effect size of approximately 40%, with the possibility of reversal of observed effect in some situations as cases possessing the risk allele become selectively excluded to such a degree that the risk allele begins to achieve a higher frequency in controls compared with cases. This can be seen in situations where the effect size erosion surpasses 100% [Figure 4].

Erosion in effect size estimates decreased substantially for all diseases with just 40% enrollment of lethal cases, and decreased even further for more conservative estimates of GRR-L. In ICH, the condition with the highest lethality, enrollment of 40% of lethal cases reduced the erosion in effect size estimate (on average) to < 20%, and prevented reversal of effect from being observed up to GRR-L of 2.0 [Figure 4].
Simulation of Observed Minor Allele Frequencies

Using the genetic case-control study simulations by year for each disease, we calculated the observed MAF for the simulated variant in cases, and compared this with the specified population MAF at simulation outset, for MAF 0.10 - 0.30 assuming no population stratification. For this analysis, GRR-D of 1.05 – 1.5 and 0% – 40% ascertainment of lethal cases were modeled (results shown GRR-D of 1.3 with lethal-case ascertainment of 0% and 40%). For all population MAFs tested, we observed a GRR-L and age-dependent decrease in observed case MAF. This MAF depletion was predictably less severe for 40% lethal case ascertainment than for 0% ascertainment [Supplementary Figure S2-S4]. The severity of depletion of MAF was strongly dependent on GRR-L for all simulated values of GRR-D and lethal-case ascertainment (all p < 0.05). As a result, depletion in observed MAF in cases compared to the population MAF could be suggestive of the presence of survival bias.

Formulas for Estimation of Effect Size Erosion in Case-Control Genetic Studies

Based on these simulations, we used linear regression to identify a formula for each disease that approximates the percent erosion of effect size estimate for a genetic variant, with *a priori* assumptions of cohort mean age (range 40 – 80), and the variant's MAF (range 0.05 – 0.45), GRR-D (range 1.05 – 1.50), and GRR-L (range 1.05 – 4.0). Note that because ICH has a lower annual incidence than AIS or MI, the MAF exerts a proportionally larger influence on effect size erosion than in the other two diseases states.

To allow extension of our simulation results to other highly-lethal phenotypes, we again used a linear regression to create a general case formula to estimate effect size erosion. This formula requires the variant's MAF, GRR-D and GRR-L (same ranges as above) as input, in addition to disease annual incidence (Φ, range 0.0001 - 0.03) and disease-related mortality (Θ, range 0.01 - 0.40) estimates for the age range of included subjects.

Application of the general formula to AIS, ICH and MI using incidence and mortality data from the published literature returned estimates of effect size erosion due to survival bias within 5% of those provided by disease-specific formulas presented above.

We offer the following as a theoretical application of our formulas. We can construct a scenario of 2 genetic studies of ICH, one in a population-based longitudinal cohort and another in a hospital-based case-control cohort with a mean age of 67 years. Let us suppose that the longitudinal study identified a novel variant with an HR = 1.7 for risk of ICH, and an OR = 2.0 for ICH-related mortality, with a MAF = 0.15 in the general population. Turning to the hospital-based case-control study, let us assume that researchers were unable to consent and enroll any lethal ICH cases. Using these data, we can apply our formula for effect size erosion in ICH to show that the case-control researchers should expect a 33% erosion in their effect size estimate for the same variant, yielding an expected OR = 1.14. If the case-control study is underpowered to detect an OR of this size, it may fail to confirm the ICH risk association for the variant identified in the population-based study. Of note, if the case-control researchers were able to enroll 40% of lethal cases from the population, the variant's observed OR for ICH risk would rise to 1.46, and power to detect the variant would increase.
Our results demonstrate that failure to enroll lethal cases can distort the measured effect sizes for genetic variants affecting both disease incidence and lethality. However, the effect size erosion is less than 20% in ischemic stroke, and while more substantial in extremely high mortality diseases like ICH and MI, it can be reduced to less than 20% if ascertainment of at least a proportion (40%) of lethal cases can be assured. Variants that increase disease risk while more than doubling the risk for disease-related mortality (lethality), and case-control genetic association studies performed on cohorts > 75 years of age do result in more substantial erosion in effect size estimates for disease risk, but these situations are unlikely to be encountered in the real-world of complex disease genetics.

Incomplete ascertainment of individuals possessing a variant increasing risk of both disease and lethality leads to an observed MAF in cases that is lower than the true value. With increasing lethality risk and cohort age, we have shown that this observed case MAF can drop below the MAF of the population from which the cohort is drawn. In such a situation, the variant would spuriously appear to be protective, rather than harmful, since it is seen less often in cases than controls. This apparent reversal of effect would appear in the presence of an imbalance between alleles, as homozygotes would not be seen as often as expected due to their dramatically increased risk of lethality. As a result, the variant would not be in Hardy-Weinberg equilibrium, which would provide a warning that this apparent reversal of effect was not a true result. We have shown a significant correlation between the GRR-L and the degree of observed MAF deviation from the population value. When comparing results obtained from case-control studies to those obtained from prospective longitudinal cohort studies, this signature of depleted MAF in cases may prove useful for detecting the presence of survival bias. MAF depletion can disappear with improved lethal case enrollment. 40% enrollment of lethal cases results in no MAF depletion below the population MAF, even for cohorts of advanced age and diseases of high mortality such as ICH and MI, as long as the GRR-L is relatively low (1.3). For higher GRR-L values, MAF depletion can remain substantial even with 40% lethal case ascertainment.

The ascertainment rate of individuals with event-related lethality is of critical import in the estimation of power erosion due to survival bias. For our simulations, we first estimated a 0% ascertainment rate for lethal cases, which is quite conservative for at least some highly lethal phenotypes [30]. We have shown in our analysis that increasing the ascertainment rate for lethal cases to 40% substantially reduces the effect size erosion due to survival bias. Researchers wishing to apply our formulas to their populations should substitute the non-ascertainment rate due to disease lethality (if known) for the absolute lethality rate whenever possible, in order to avoid over-estimation of effect size erosion for their cohort.

Using our simulation results, we have constructed disease-specific formulas for the estimation of effect size erosion, as well as a general case formula that can be used for other highly lethal diseases of known incidence and mortality. These formulas will allow designers of future case-control genetic analyses of diseases of high lethality to predict the erosion of true effect size for their study, allowing for more accurate ad hoc power calculations. These formulas will also be of utility to investigators seeking to replicate the findings of prior genetic studies, as the modeling of survival bias in addition to Winner’s Curse [31] should allow for very precise power calculations. Thus, in the case of attempted validation of genetic association with chromosome 12p13 in ischemic stroke [7,8], the original longitudinal study identified an association at rs12425791 with OR = 1.39. After correction for Winner’s Curse using WINNER v1.1 (http://csg.sph.umich.edu/boehnke/winner), this association decreases to OR = 1.25. Applying our model for ischemic stroke, using the known population MAF of the variant in
both the longitudinal discovery and case-control replication cohorts (0.20), and assuming
that the variant doubles the risk of stroke lethality (GRR-L = 2.0), we find that the expected
OR in the case-control replication effort is 1.14. This case-control study had 0.999 power to
detect this effect size. The lack of replication at rs12425791 in populations ascertained using
a case-control design is therefore unlikely to have arisen due to failure to ascertain sufficient
numbers of fatal cases of stroke. Of note, no evidence exists that the 12p13 locus is
associated with such a dramatically increased risk of disease-associated lethality, but the use
of such a substantial estimate of lethality provides a conservative estimate of effect size
erosion in replication.

Our study has limitations. Even longitudinal studies are not exempt from the possibility of
survival bias, as individuals are often not enrolled and genotyped until later in life, when
some potentially lethal variants could have already been depleted from the population.
However, this is likely to increase the similarity of results between longitudinal and case-
control studies, and therefore our simulation, by assuming perfect ascertainment in
longitudinal cohorts, represents the most conservative comparison between the two. Our
simulations only apply to common genetic variants; therefore, additional methods will be
required to model survival bias in experiments identifying rare variants, or analyses
employing other functional units (i.e. exon or gene-based units instead of SNPs). In such
analyses, deviations from population MAFs would be unreliable due to the inherent
imprecision in MAF estimates for rare variants. This issue is unlikely to have affected recent
replication efforts, as most genetic association studies to date have not been designed to
detect rare or private variants. An additional limitation is that the models for MI, ICH, and
AIS used for our simulations were built using incidence and mortality data for these diseases
from longitudinal studies performed in 1990 - present [9-27]. If disease incidence and
overall mortality decrease, these formulas will need to be updated. Similarly, our formulas
were constructed from incidence and mortality data from high-income industrialized
societies, limiting their generalizability. Experiments performed in under-developed
countries or following groups with restricted access to healthcare could under-estimate the
effects of survival bias due to increased overall mortality and event-related lethality
[32,33,21]. Likewise, our formulae were constructed using a priori ranges for MAF, GRR-
D, and GRR-L. Values falling outside of these ranges would necessitate reconstruction of
the formulae. Another potential limitation is that specific variants could predominantly exert
a lethal effect on specific age groups (i.e. increasing the lethality of late-onset stroke). This
effect has not been modeled in our simulation, and thus could lead to incorrect estimates of
effect size erosion for certain age groups. Finally, our study has been performed entirely by
simulation. Validation of our estimates of effect size erosion in comparison with real-world
longitudinal and case-control cohorts is needed if our results are to be considered wholly
accurate.

Survival bias represents a substantial concern in the design of case-control genetic
association studies of disease with high fatality rates. Our simulation shows that the impact
of survival bias is relatively small for most cohort ages and variant lethalities, and is further
minimized by proactive enrollment of lethal cases. The tools provided by this study will be
useful in calculation of power for future genetic association studies of common variants.
Future studies are needed in order to validate and extend our findings to other diseases, and
to adapt our approach to other functional units of genetic analysis.
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Figure 1.
AIS = Acute Ischemic Stroke. ICH = Intracerebral Hemorrhage. MI = Myocardial Infarction. Bars represent the incidence and mortality estimates for each disease for the age ranges specified, according to the published reports for each cohort. Lines represent the interpolated incidence and mortality curves used to create the disease models for simulation of longitudinal and case-control study designs.
Figure 2. Simulation design for longitudinal study model (A) and simulation design for case-control study model (B). For each panel, solid circles represent the non-diseased population from which controls are recruited, and dashed circles represent the diseased population from which cases are recruited. In Panel B, the dashed square represents the individuals who experienced disease-related mortality, and are therefore not present in the pool of diseased individuals for case recruitment.
Figure 3.
Effect size erosion in case-control design is plotted according to varying cohort ages and genetic relative risk of lethality (GRR-L) for acute ischemic stroke. The median (thick line) and range (box-plot with whiskers) for each GRR-L simulation reflects the ranges of minor allele frequency and genetic relative risk of disease. The top panel assumes 0% ascertainment of lethal cases, while the bottom panel assumes 40% ascertainment of lethal cases.
Figure 4.
Effect size erosion in case-control design is plotted according to varying cohort ages and genetic relative risk of lethality (GRR-L) for intracerebral hemorrhage. The median (thick line) and range (box-plot with whiskers) for each GRR-L simulation reflects the ranges of minor allele frequency and genetic relative risk of disease. The top panel assumes 0% ascertainment of lethal cases, while the bottom panel assumes 40% ascertainment of lethal cases.
Figure 5. Effect size erosion in case-control design is plotted according to varying cohort ages and genetic relative risk of lethality (GRR-L) for myocardial infarction. The median (thick line) and range (box-plot with whiskers) for each GRR-L simulation reflects the ranges of minor allele frequency and genetic relative risk of disease. The top panel assumes 0% ascertainment of lethal cases, while the bottom panel assumes 40% ascertainment of lethal cases.